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Kraken OVA Deployment Guide
Kraken OVA

This Deployment Guide describes how to deploy Haivision's Kraken H.264/HEVC Video Encoder/
Transcoder within a virtual environment from an Open Virtual Appliance (OVA) file.

Note

Kraken is available as a virtual machine for VMware ESXi and

vSphere environments. For hardware acceleration of video

encoding and decoding, VMWare ESXi 6.5 with Update 1

must be installed on the host appliance.

For Intel GPU accelerator support, processors from the _@1
SkyLake (or newer) generation with support for Intel Quick 2
Sync Video (QSV) video are required. Iris Pro Graphics P580
or higher is recommended.

As of release 3.0, Kraken supports NVIDIA GPUs which )
utilize NVENC. vmware
As of release 3.2, Kraken supports capture and encoding of

SDI input using SFP SDI->IP gateway devices, specifically

Embrionix SDI-SFP devices.

The minimum disk space requirement for Kraken VMs is 250

GB.

This guide details how to enable GPU passthrough for hardware encoding and supported capture cards
(when supported by the hardware, in the current release, either Iris Pro or NVIDIA Quadro). This guide
assumes you are familiar with VM servers and hypervisor systems.

After completing the steps in this guide, you will have a Kraken Virtual Machine installed that will include
Kraken's support for hardware-accelerated video encoding and access to the capture card.

For detailed Kraken configuration and operation information, please refer to the User's Guide (available at
https://doc.haivision.com). For the default credentials, refer to the Important Notice (postcard shipped
with appliances). You may download the /Important Notice as well as the latest software and Release
Notes through the Download Center on the Haivision Support Portal (http://support.haivision.com).
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Confirming the BIOS Settings

To get started, you need to enable the “Virtualization Technology” in the CPU.

To confirm and update the BIOS settings:

1. Reboot the server.

2. When the system is starting up, press F2 to enter the system setup and open the system'’s BIOS

menu.

3. Open the Processor submenu (i.e., scroll down to "Processor Settings” and press Enter).
4. Enable both the Vt-d (Intel Virtualization Technology for Directed 1/0O) and Intel Virtualization
Technology BIOS settings, as shown in the following example.

Huper-threading

UL I BRI

Intel Virtualization Technology

[Enahl
[Enabled]

IntellR) SpeedStep(tm)
Turbo Mode
Configurable TOF Boot Mode
Configurabnle TOP Lock
Custom Configurable TDP
CPU C states

C-State Auto Demot ion
Package C State Llimit
Intel THTILT) Support
CEU DTS
REPI 3.0 T-States

[Enabled)
[Disabled]
[Down]
[Dizabled]
[Disabled)
[Enabled]
[C1 and C3]
[AUTD]
[Disabled]
[Enabled]
[Disabled]

5. Select Save & Exit.
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Enabling Hardware Pass-through on the Host

Assuming VMWare ESXi 6.5 is installed with Update 1 on the host system, you must now enable the pass-
through of the hardware devices on the system needed by Kraken. This first step is done at the host
level.

1. Log into the hypervisor.
2. In the Navigator, select Host -~ Manage -~ Hardware - PCI Devices.
3. On an example host, locate the graphics card and the video capture devices to be enabled for pass-
through.
Following are examples of the devices available on Kraken CR (Intel Quick Sync Video (QSV)):
*« 0000:00:02.0 Intel Corporation Iris Pro Graphics P580
* 0000:02:00.0 Blackmagic Design DeckLink Micro Recorder
+ 0000:03:00.0 Conexant Systems, Inc. CX23885 PCI Video and Audio Decoder|

vmware EsXi rool@10.66.131.120 ~ | Helo ~ | (CE
[”E’ Navigator (=] ] [ lecalhost.haivision.com - Manage
~ [J Host System | Hardware | Licensing Packages Services Security & users
Mo [Bs Rebootnost | @ Refresn (@ searcn \ o
Power Management
&1 Virtual Machines [1| Address ~ | Description « | SR-OV ~ Passthrough ~
8 St"m“e_ [/ 0o00:00:00.0 ntel Corporation Xeon E3-1200 v&/E3-1500 v5/6th Gen Core Processor Host Bridge/DRAM Regi... | Not capable Not capable ~
Q; Networking I [ 0000:00:02.0 Intel Corporation Iris Pro Graphics P580 Not capable Active I
1 oooo00:08.0 Intel Corporation Xeon E3-1200 v&/vG / E3-1500 v5 / 6th/7th Gen Core Processor Gaussian Mixt Not capable Disabled
oo . N
a
O
a
O/ oooo:00:1c.0 Not
. 0000:01:00.0 Intel Corporation 1210 Gigabit Network Connection Not capable
| oooo:00:1c ntel Corperation Sunrise Poini-H PCI Express Reot Port #2 Not capable
I . 0000:02:00.0 Blackmagic Design DeckLink Micro Recorder Not capable
.| 0000:00:1c.2 niel Corporation Sunrise P s Ro Nat capable
I [} 0000:03:00.0 Conexant Systems, Inc. CX23855 PCI Video and Audie Decoder Not capable
| oo trolle
1/ ooo 4
v
Recent tasks =
Task ~  Target ~ | Initiator ~ | Queuved ~  Started ~  Result & ~ Completed v -
Refresh Network System localhost haivision. com deui 1213172008 18:25:35 1213172008 18:25:35 @ Completed successiuily 12/31i2008 18:25:35
futo Start Power On losainast haivision com oot 123172008 18:25:07 123172008 182507 @ compieted suscesstly 123112008 192507
or devices available on Kraken servers (NVIDIA Quadro)
* 0000:3b:00.1... NVIDIA Corporation GP107GL High Definition Audio Controller
* 0000:3b:00.2... NVIDIA Corporation GP107GL [Quadro P400]
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vimware ESXi”
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ke Sy
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4. Referring to the example screenshots above, enable Pass-through on all applicable devices.

Note

The Graphics Controllers are identified differently depending on the CPU model. For
example, on Skylake systems, it reports as: Intel Corporation Iris Pro Graphics #### (as
shown in the above screenshot), while on Kaby Lake systems, it reports as: Intel(R) Display
controller.

5. Reboot the host to confirm the settings if you changed anything.

@ Tip

You can toggle all selected devices at once, and then reboot.

Kraken 3.8 5 Generated on: 2024-02-20 19:26:31
Kraken OVA Deployment Guide HVS-ID-QSG-KRAK-VM-38, Issue O1



H A I V I S I O N www.haivision.com

Note

After making this change, you may notice that the VMWare ESXi host console boot screen
no longer comes up completely. This is because the GPU pass-through is enabled at the host
level and is unfortunately normal. The progress bar will stop at the message
"vmkapi_v2_1_0_0_vmkernel_shim loaded successfully. " There will be no further
visual indication from the host console that VMWare is booting up, but it is. After a couple of
minutes, you will be able to navigate to the hypervisor with a Web browser and log in.

T O O L R T
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Importing the Kraken OVA

Follow these instructions to import the Kraken OV A onto the hypervisor.

1. Log into the hypervisor and select "Virtual Machines”.

2. Select "Create / Register VM".

\ c @

@ & hiips/10.66.158.150/ui/#/Most/vms

vmware ESXi”

| 75 Navigator
~ [ Host

1| (2 ocamostdewnatvision.com - Vitual Machines,

Manage ) Create 1 Repister o

Monitar

O wvirual machine

@ Hetworking

@ Refrosh

v | stams

@ Normal

~ Usedspace -
08

Guest0s

Other Linu (64-5i)

~  Hostname

Unknawn

RS

root@1066.158150 ~ | Heiw - | (Y

~ | HostcPU

OMHz

CED

~ | Hostmemory v

ouB

rmoe 2

i1l

(] Recent tasks. b

Task ~ Target | Infiator ~ Gusued ~ Starte ~ Resula ~ Completed v -
u §1 wasens 0208 et or232019 192338

e 1 wasen30:208 et or232019 102338 )

ey 7 rz32019 191828 L

[ LE

Cesoy o

imsen ag

3. Select "Deploy a virtual machine from an OVF or OVA file.”
4. Name the VM and drag/drop the Kraken OVA file onto the window.

@ Tip

Make sure you uncheck "Power on automatically”. This will allow you to enable the Intel or
NVIDIA cards individually, which will save time and rebooting steps. (You can only change

settings in Power Off state.)
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41 Hew virtual machine - Kraken 3.0-208

+ 1 Select creation type Deployment options
+ 2 Select OVF and VMDK files P —

" 1 Select storage
W

5 Ready to complote Metwork mappings bridged | VM Network
Disk pravisioning ® Thin O Thick
Power on gulamatically D

i Finigh Cancal

Back

5. Click Next to choose the default datastore.
6. Click Finish to begin importing.
7. It will take a few minutes for the OVA file to upload to the appliance.

41 New virtual machine - Kraken 3.0.208

+ 1 Select creation type Select storage
# 2 Select OVF and VMDK files Seloct the storage ype and datastore

4 License agresmants

5 Deploymaent options L}
& Additional settings

7 Ready to complate

I
Extracting OV, thig could take somé ime

Back | Finish Cancal
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Learning the Virtual Machine's IP Address

When pass-through of the GPU device is enabled to the virtual machine, the VMWare Console will not
operate. Similar to what happens on the host, your visibility into the Kraken Device's console will be
limited once you enable pass-through. Therefore, it is recommended that you boot the Kraken device
now and discover or configure its IP address.

Note

The virtual machine will power on after it is imported. You will see the Kraken "Loading Please
Wait" screen in the VMWare console.

1. After the Kraken VM loads, the device's IP address is displayed on the console. Write it down.
2. If static IP addressing on the virtual machine is preferred, use the console to modify it (refer to the
Kraken User's Guide for details).

To Mdminizber Ehe E by LRl Tl OB, 19010
1k

3. When changing to a static IP address, confirm that the settings are valid before moving on to the
next step.
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Configuring the Kraken Virtual Machine

Note

For GPU devices that require 16GB or above of memory, the virtual

machine must boot in EFI or UEFI mode for correct GPU use. A Kraken OVA that supports EFIl boot
is required to create an EFl-bootable Kraken VM. (If you import a Kraken OVA that

supports EFIl boot, the Boot Options->Firmware field is set to EFIl automatically.)

Now that the VM's IP address is known and configured, it is time to enable the hardware pass-through to
the Virtual Machine.

1. Close the VM console window and "Shut Down" the Kraken VM using the hypervisor.
2. Select the Kraken VM and then select Actions - Edit Settings - VM Options.

) Edit settings - Kraken3.6r184 (ESXI 6.5 virtual maching)

Virtual Hardware | Vi Options.

» General Options WM Narme: | Krakens 6184

* Whtware Remate Console Options 7] | qew she quest cperating system when the last remote user disconnects

* Witware Tools Expand for Vidwane Tools settings
* POWEr Mansgement Expand for power managemaent seitings
» Boot Oplions Expand for boo! options
= Advanced
Sottings [ Disable acceleration
Enabila logging
Debugging and statistics Run ally .
Swap file location @ Default

Usa the settings of the cluster or host containing the virlual maching.

() Virtusd machine dénectory
S10¢0 1y Sap fikl in the $ame direclony &5 th viftual maching.

() Datastors spocifiod by host
Store the swap files in the datastora specified by the host to be used for swap files. If
not possible, stone the Swap files in the sama direclory as the villual maching, Using a
datastors that is not visible to both hosts during vMotion maght atect the viMotion
performanca for the atfected virlual machines.

Configuration Paramoters [ Edit Configuration... ]
Latency Sonsitivity i [ y
¥ Fiber Channel NPTV Expand for fiber channe NPV

Save Cancel

Lt AL A

3. Expand Advanced, select Configuration Parameters and then +Add Parameter.
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4. Add the following parameter: svga.vgaonly = "TRUE"

/' Configuration Paramaters
o4 Add paramater 3 Dolote paramater Q Search *
Ky ~  Walse ~
hyporvisoncpusd.avl FALSE
Schadmiam. pin TRUE
wrrraing, | GOl inflsrrihnderiion 214T4BT04T
WTTTVERAND. | OOt euinicharsion 10341
migrate.hostLogSate ]
migrate.migrationdd [/}
migrate.hostLog JSHrakend. Gr184-TTEdbie.hiog
r L4
SvgiLvGaonly TRUE
53 items
O Cantel
Note
Adding svga.vgaonly = "TRUE" as a configuration parameter improves stability for Kraken

instances with GPU passthrough enabled.

5. Follow the steps below based on the capture card(s) installed.

Intel Quick Sync Video (QSV)

1. Make the following strategic modifications:
* Increase CPU count from 2 to the desired number.
More CPU's assigned to the Kraken device increases its ingest and video reformatting
capabilities.
* Under Memory, make the "Reservation” setting equal to the "RAM" setting. 4096 is the default
and will work for both.
* Choose "Add other device" - "USB Device".
At the bottom you will see a "New USB device” called "Blackmagic design DeckLink Micro
Recorder”.
* Choose "Add other device" - "PCl Device" three times.
All three of them will say "Iris Pro Graphics P580 - 0000:00:02.0".
* Leave one of them alone, and set the other two PCI Devices to be "DeckLink Micro Recorder -
0000:02:00.0" and "CX23885 PCI Video and Audio Decoder - 0000:03:00.0".
2. Click Save.

Following are screen shots of the settings after all of the modifications are done.
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| et patmng - D (E 5KI B virtusl maching)

0 A haed ik I Add oetencs adagter B Adid ofher dewvics -
» @ cPu i -,, o
- Wl ey
RAM Ll ] L] -
Ry aton L6 - NE r
[ Besarve 2 puest memony (M locied)

] Lt L W3 -
b heemad ] L]
Mgmany Mt Pug ] Eraiies
* = Hand gk 1 nungn| | o8 - b
S Cantel
) e et - Dk LA 5.1 wirtal machise]
[kl Fardeane | v Dpsons
* o H i & 3 asEEs a8 . ~
+ [ S Comilar L5 Loges Paralal ®
R P LIS oaioiies USE 20 ®
b Pt Al Wi hlgharnr * Bl Comnact
b ish CIVDVD) Dewve 1 e on ,
+ i Vides Cane 060 (U0 400G "
e ll"*'m‘“'"" i Pyo Gragpiery PE5) « G0D00D0Ed: & .
b [ N P derce Dbt Wi s Bsoseder - 000001 "
* [l harw PO e XIS FCI Vides ard Ascio D oder - S000HIR00 0 =
G harw L2 D Backmags design Desklink Micr Riconis 7 -
Sk Cancel
Kraken 3.8 12 Generated on: 2024-02-20 19:26:31

Kraken OVA Deployment Guide HVS-ID-QSG-KRAK-VM-38, Issue O1



H A I V I S I O N www.haivision.com

VM Client Configuration for NVIDIA GPUs

Edit the VM settings to add and configure the NVIDIA Quadro P400 cards:

1. Select Actions - Edit Settings - Virtual Hardware - Add other device.
2. Select New PCI device as many times as there are cards to add.

1 Edit settings - K1980VA (ESXi 5.1 virtual machine)

[ Virtual Hardware | VM Options |

2 Add hard disk  #8 Add network adapter E Add other device

» [ cPU =) CD/DVD drive
Floppy drive

» @ Memory 81

(=]

5| Serial port
» 2 Hard disk 1 73.2 [E Parallel port

) USB controller
» L Hard disk 2

HIEIRIE

» SCSI Controller 0 LS| ® Sound controller 3
» M Network Adapter 1 vM| J@ PCl device _ | @ connect
» [H Video Card Spe SCSI controller y
» [ PCI device 1 .
Save ” Cancel
r)
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3. Set the new PCI Devices to match the Quadro P400 cards selected under Enabling Hardware Pass-

’ghrough on the Host.

r [/ cPU

v O} Hard disk 1

b ok Hard diak 2

+ [l 3C8I Controllr 0
N Wotwork Adaplar 1
b Sy COOVD Drive 1

+ [l Video Card

v Jill Mew PCI device

b h,l New PCI davice

) Edit seitings - kraken3,0.208 (ESXi 5.1 virtual machine)

2 L]

+ W Memory 4008 WE

TI242187 GB

8765625 GB

LSl Logic Paraliel

VI Natwork

Host device

Spacity cuslom samings

GP10TGL [Quadro PA00] - D000:30:00.0

GP10TGL [Quadro F400] - 0000 d8.00.0

4 Connect

] cannect

[ @m—] Cancel

4. Click Save.

5. Be sure to check the "Reserve all guest memory"” checkbox.

|1 et amings - Drip (ESXi 5.1 virsesl maching)
[l Fartaae | v cymer

I A bt ek M A rateoct sdacter ) A ot deeice
» [Py = P
- I Mdaemcry
i A0 wi »
= 6 ™ .
[ esarvs 28 puest memony (A lociad]
Limd i w L
Searm pro— - -
Ligrrry Mt Py  Enasies
g e EF S '
S =]

6. Select Configuration Parameters and then +Add Parameter.

7. Add the following parameters (as shown in the following examples):
(Note: This only applies for VMs that have more than 2GB of

* pciHole.start = "2048"
configured memory.)

Kraken 3.8
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' Gonfiguration Parameters

4 Add parameter 3 Delete parameter

Key ~ | Vakwe

sched.cpu katencySensitieity nomal

pciPassthau.id O000:000:02.0

peiPassthrul.deviceld 1912

peiPasstihu o vendaorid 03036

peiPassthosd systemid Sabd20b1-1a50-25304-c30a-84 Thebali 104
tools. guest.deskiop autolock FALSE

peiBadged. predont TRUE

VA present TRLUE

* hypervisor.cpuid.v@ = "FALSE"

# Configuration Parameters

o Add parameter 3 Delele parameter (@ Search

L w | Walue

guastinio.vmiools. buildMumber 15389562

guostinfo.appinfo { *wersion®:* 1%, "updateCounter®:"570%, “publishTime™....
VAR Lot internahiersion 11269

vivwane. toots. requirsdversion 10341

migratehostLogState Lo ]

migrate migrationld [

migrate hostLog SKrakend. 6r191-7T84biGc. hicg
hypervisercpuid. vl FALSE
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* svga.vgaonly = "TRUE"

' Configuration Paramatérs

o Add paramater 3 Deleta paramater

Ky

hpetOupresent

ethermetl.pciSloiNumber

AT

virtualhw, productcompatibility

svgLVgaonly

MM AUtoSize codkia

numa.autesize.vopu.maxPetfirtuaiNoda

schind Swap.derivedName Hmifsfvolumos/Sabd3d49-datd 1 9Be-3052-84Tbabct 6.
53 iterns

Note

Adding svga.vgaonly = "TRUE" as a configuration parameter improves stability for
Kraken instances with GPU passthrough enabled.

8. Click OK, and then Save.
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Booting the Virtual Appliance

Now that the device passthrough to the VM has been enabled in the settings, power on the VM. The VM
console will function briefly and then go black. This is because the GPU device is being passed to the
Virtual Machine, making it unavailable for use by the console. You may notice that the host console to the

monitor (which was stuck at "vmkapi_v2_1_0_0_vmkernel_shim loaded successfully")

disappears at this time as well.

Using your Web browser, you can now navigate to the Web page of the Kraken virtual machine.

HAIVISION

Kraken
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Licensing the Virtual Appliance

The next step is to license the Kraken virtual appliance:

1. Sign in to the Web interface using one of the credentials provided in the Important Notice.

2. If you see a License Required dialog, click Add License.
_Or_
Click the o Administration icon on the toolbar (the settings gear) and click Licensing from the
sidebar.

HAIWISI DM

Kraken Welooma halsdmin (Skon oul) o

Licensimng Sawe Settings

ke

License expires om L2/

Product
Licensing

see LILIID

CPU ID

Upgrade Version Limit

codor
S5T2110 Input
KLY oplion

s allowed

Load calculated based on

The Licensing page provides three pieces of information required to generate the license:
* MAC Address

e Instance UUID
« CPUID

3. Click the B icon to copy the current product details to the clipboard for use in the following step.
4. To request a license for your product:

Log in to the Haivision Support Portal (https://support.haivision.com).
After logging in, click License Requests.

Click the New button.

Select the appropriate device type and click the Next button.

Fill in the form with the appropriate information, and click Save.

Your license request is submitted and you will be contacted by a Haivision representative shortly
with a license key for your product.

5. After you receive a license key, paste the license string in the License text box.

®Q0To
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6. Click Save Settings to load the license.

The License Status is updated to show the new license information.
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Testing the Installation

At this point, the installation is complete and can be tested.

1. Click the @ Streaming icon on the toolbar, and then click Inputs on the sidebar.

2. From the Inputs List view, click the *® Add button to add an input.

3. Select the Source, as applicable for your system, for example, "DeckLink Micro Recorder 1", "Analog
Capture 1" or ST2110.

M [niput

Parameters

Click Apply.

Click Transcoders on the sidebar.

From the Transcoders List view, click the ® Add button to add a transcoder.

On the "Encoder"” drop-down, select either "Software"” or the "Hardware (QSV)" encoder.

NO U A

Lltware

Hardwars {5V]

8. Set up and start a transcoding session with the device of interest to test it.
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Appendix A: Provisioning Embrionix SFP Gateways

This topic explains how to prepare the Embrionix SFP to ingest raw video and output IP
streams. Following is a summary of the setup steps to route data from the SFP device to Kraken:

1. Assign an IP address to the SFP device.

2. Set up the video flow (see following sections):
e Provisioning the Embrionix SFP Device EMOPT-2E-2110-E Using the Embrionix Ul
e Provisioning the Embrionix SFP Device EMOPT-2E-2110-E Using Curl

3. Set up the input (Kraken Web Interface, see Configuring Inputs in the Kraken User's Guide).

Provisioning the Embrionix SFP Device EMOPT-2E-2110-E Using the
Embrionix Ul

+ Recommended to use emSET Version 4.00 Software. emSET is a server/client software that can be
run on Windows or Linux platforms. The server software can be installed on one PC, and multiple
instances of clients can connect to the server remotely or locally via an internet browser. The
software discovers Embrionix IP products and provides full access to configure, control and
monitor each device. See https://www.embrionix.com/product/emSET.

» Recommended to use Windows 7 or 10.

* Code and documentation: https://app.box.com/s/h7leewkbvcpsis2lraugpOdxbgzpou3i

 EmbUI (User Interface for interacting and configuring Embrionix SFPs) is included in the package.

* The Hosting Ethernet board IP address is used as the Gateway on the Embrionix SFP.

* Flows must be configured with the Ethernet host board IP as the gateway. Port 20000 is used by
default (for video) but can be configured to other valid values via the EmbUI. Audio uses port
20001 and Ancillary uses port 20002 (future use).

* The Embrionix SFP IP address and HTTP port used for the provisioning must be provided to the
Kraken Web Interface. The program will retrieve the internal Embrionix routing information and
flow settings and start the captures.

Following is an example of the provisioning of an Embrionix device:

Hosted by:

» Ethernet controller: Intel Corporation 82599ES 10-Gigabit SFI/SFP+ Network Connection
inet 10.0.2.100 netmask 255.255.255.0 broadcast 10.0.2.255
* Embrionix settings:

At the device level:

curl -X GET 10.0.2.105:80/emsfp/node/vl/self/information/
"emsfp version": "A2xx",
"type": "3 - 2110 Encapsulator","asic slot 00": "0x000003bb","asic slot 01":

At the port level:

"local mac":"40:a3:6b:a0:9a:8c"
"ip addr":"10.0.2.105"
"subnet mask":"255.255.255.0"
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"gateway":"10.0.2.100"
"hostname":"emsfp-xx-xx-xx"

"port" .ngQo"

At the flow level:

"src_ip addr":"10.0.2.105"
"src udp port":"10000"
"dst_ip_addr":"10.0.2.100"
"dst udp port "20000"

"dst mac":"00:1b:21:be:ff:9c"

Provisioning the Embrionix SFP Device EMOPT-2E-2110-E Using Curl
First, locate the MAC address of the SFP labeled on the SFP device. For example, 40:A3:58:A0:7A:0E-OF
Configuration is done via the default IP address extracted from the last 3 digits of the MAC and fix digit 1.

To obtain this Control IP address, you need to do the following steps;

1. From the device MAC address visible on the emSFP i.e. 40:A3:6B:A0:39:40-41
2. Only use the last 3 Bytes: A0:39:40 (note the -41is for the second port, not used for provisioning)
3. Convert each byte from Hexadecimal (HEX) to Decimal (DEC).
+ AO=160
+ 39=57
+ 40=64
4. The control IP address will then be formed the following way:..

Fix digit (10).3rd Last byte of MAC in DEC(160).2nd last byte of MAC in DEC(57).Last byte of MAC in
DEC(64).

S0 10.160.57.64.
See "emSET Version 4.00 Software User guide emSET-UGO1-400" Chapter 3.4 for details.

Once you can ping the SFP via the hosting NIC card, you can configure it via this command:

curl =X PUT -d '"{"dip_addr":"your.new.sfp.ip" "subnet_mask":"255.255.255.0"
"gateway":"your.gate.way.ip"}' 10.160.57.64.:80/emsfp/node/v1/self/ipconfig

The SFP should reboot and you will lose connection (curl: (56) Recv failure: Connection reset by peer).

When it comes back, enter this command:

curl -X GET your.new.sfp.ip:80/emsfp/node/v1/self/ipconfig
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You should get back something in the form of:

{"version":"1" ,"local_mac":"40:A3:6B:A0:39:40","ip_addr":"your.new.sfp.ip","subnet_mask
":"255,.255.255.0","gateway" :"your.gate.way.ip","hostname": "emsfp-

a0-39-40","port":"80","dhcp_enable":"1","alias_ip":"0.0.0.0","alias_ip_subnet":"0.0.0.0
"lcetl_vlan_id":"e","ctl_vlan_pcp":"0","ctl_vlan_enable":"0","data_vlan_id":"0","data_v

lan_enable":"0","bootstatusl":"005","bootstatus2":"000"} (

Then configure the video flow output:

curl =X PUT -d '{"dst_ip_addr":"dest.host.add.ip" "dst_mac":"dest.host.mac.add"}'
your.new.sfp.ip:80/emsfp/node/vl/flows/a04f66a2-9910-11e5-8894-feff819cdc9of/

dest.host.add.ip in the form 10.0.0.124

dest.host.mac.add in the form 38:d5:47:e2:79:a5

Validate the flow traffic:

curl -X GET your.new.sfp.ip:80/emsfp/node/vl/flows/a04f66a2-9910-11e5-8894~
feff819cdcof/

The response will be in the form of:

{"version": "2" "label": "st2110 flow","id": "a04f66a2-9910-11e5-8894-
feff819cdcof","source_id": "a0008e96-990d-11e5-8994-feff819cdcof","type": "3","name":
"tx_flow@","network":
{"src_ip_addr":"your.new.sfp.ip","src_udp_port":"10000","dst_ip_addr":"dest.host.add.ip
", "dst_udp_port":"20000","dst_mac":"dest.host.mac.add","vlan_tag":"0","ssrc":"0","pkt_c
nt":"1516032","rtp_pt":"96","ttl":"64","dscp":"0","enable":"1"},"format":
{"format_type":"video","sdp_file_url":"10.0.2.105/emsfp/node/v1/sdp/
a04f66a2-9910-11e5-8894-

feff819cdcof","format_code_valid":"1","format_code_t_scan":"4" ,"format_code_p_scan":"4"
,"format_code_mode":"0","format_code_format":"64","format_code_rate":"6144","format_cod

e_sampling":"8192"},"jumbo_frame":"0"}
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Validate that the pkt_cnt":"1516032" gets updated (input needs to be active).
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Obtaining Documentation

This document was generated from the Haivision InfoCenter. To ensure you are reading the most up-to-
date version of this content, access the documentation online at https://doc.haivision.com. You may
generate a PDF at any time of the current content. See the footer of the page for the date it was

generated.

Getting Help

General Support

North America (Toll-Free)
1(877) 224-5445

International

1(514) 334-5445

and choose from the following:
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Managed Services

U.S. and International
1(512) 220-3463

Fax

1(514) 334-0088

Support Portal

https://support.haivision.com
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